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Abstract: Banks have a very vital task in maintaining the Indonesian economy. One of the main tasks of banks is to collect and distribute public funds. Banks channel public funds through loans that get rewards in the form of loan interest. This research focuses on studying what factors affect the amount of Credit in the long run. This study uses deposits, lending rates (SBK), nonperforming loans (NPL), GDP growth, and inflation as internal and external factors that affect commercial banks’ lending amounts. The results showed that partial deposits had a negative and significant effect, NPL had a negative and significant effect, SBK had a negative but insignificant effect, GDP growth had a positive and significant effect, and inflation had a positive but insignificant effect on the amount of lending to commercial banks in Indonesia from 2012 to 2019.
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INTRODUCTION

One of the financial institutions whose role is needed today is banking institutions. According to Ismail (2013: 2), all business sectors and individuals today and in the future will not be separated from the banking sector and even become necessary in carrying out financial activities supporting smooth business. As an intermediary institution, commercial banks have a role in collecting funds from the public in the form of savings and then distributing them in the form of loans or Credit. These savings and credits are an effort to increase the rotation of the economy for the better. The bank will provide a certain amount of interest for people willing to keep their money in the bank as a sign of reciprocity.

Meanwhile, people who need money can borrow money from the bank with interest. The interest rate on loans should be greater than the interest rate on deposits (savings). This aims to make a profit for the bank. The relationship between savings interest rates and bank loans can be studied based on the theory of monetary policy transmission through money circulation or interest rate setting (money interest rate channel) (Iqlima, 2010). People who need these funds are used to meet their daily needs or consumptive needs (personal needs) or also for productive needs used for business (companies to produce output or goods), as the increasing needs of the community will be encouraged to seek additional funds, namely by way of Credit at the bank.
When GDP increased in 2011, there was an increase in the economy, which affected credit growth quite significantly. According to Utari et al. (2012), a positive procyclical relationship exists between economic growth and credit growth. One of the empirical research reviewed by Terrones and Medzona (2004) in Utari (2012) concluded that an increasing economy also encourages an increase in loans (Credit) with an elasticity of more than one in the long term. A higher increase in Credit than an increase in deposits encourages a high rate of return on Credit. The high credit growth in 2008 was financed by the disbursement of secondary reserves, as seen from the decline in excess liquidity by 30.18%. The global financial crisis towards the end of 2008 impacted Indonesia's banking industry. Liquidity difficulties led to a decline in the confidence of the corporate sector and the general public in economic conditions. Therefore, producers and consumers took anticipatory steps when making investments and consumption. Bank Indonesia data shows that in 2008, banks in Indonesia provided higher working capital loans than loans in other sectors (consumption and investment loans) (Fitriani, 2012). The bank's primary function is as a liaison institution in collecting and channeling money for specific purposes. However, in this case, banks have a role as a body that can finance a business through working capital loans. Weak supply and demand for Credit or caused by both can affect slow credit growth. This was stated by Agung (2001) in (Widyawati et al., 2016). Based on this background, the authors are interested in conducting research titled "DETERMINANTS OF CREDIT GROWTH IN GENERAL BANKS INDONESIA."

**METHODS**

In this research, two variables are used: the Independent and the Dependent. The independent variables in this research are DPK (X1), Nonperforming Loans (X2), Credit Interest Rates (X3), GDP Growth (X4), and Inflation (X5). The dependent variable in this research is the amount of Credit (Y). The data used in this research is Quantitative Data. Quantitative data is data in numbers, such as the amount of Credit disbursed, NPL, SBK, DPK, inflation, and GDP growth in the form of numbers, both units and percentages. This research uses secondary data in the form of time series data obtained from the Bank Indonesia website, the OJK (Financial et al.), and the Central Statistics Agency in monthly and quarterly data reports. Starting in 20122019. Dalam penelitian ini menggunakan observasi non partisipan karena data yang digunakan merupakan data sekunder dan tidak melibatkan peneliti sebagai partisipan atau kelompok yang diteliti. Ruang lingkup data yang digunakan mencakup seluruh bank umum di Indonesia dari tahun 2012-2019. This research uses the multiple linear regression data analysis method, which previously had to meet the following classical assumption tests:

**Classical Assumption Test.** Classical assumptions are a requirement that must be met in regression models that use the Ordinary Least Squares (OLS) estimation method. This classic assumption test aims to provide certainty that the regression equation obtained has unbiased and consistent accuracy in estimation. The Classical Assumption Test consists of:

**Normality Test.** The normality test aims to test whether, in a regression model, the independent, dependent, or both have a normal distribution. A good regression model has a standard or near-normal data distribution. The data normality test can be done quantitatively using the Jerque-Bera (J.B.) test.

**Multicollinearity Test.** The multicollinearity test fulfills one of the classical assumption test requirements in a regression model. A good regression model is free from multicollinearity symptoms. According to Jonathan and Hendra (2016: 118), multicollinearity is when there is a correlation between independent variables in multiple linear regression with a very high or meager value. According to
Setyo (2016: 141), to test the presence of multicollinearity in a model by checking the presence of the coefficient of determination (R2) and looking at the variance inflation factor (VIF) value. When viewed from the Eviews results with the provisions that if the VIF value ≤ 10, then the regression model does not occur multicollinearity, while if the VIF value> 10, then the regression model occurs multicollinearity.

**Heteroscedasticity Test.** The Heteroscedasticity test aims to see if there is an inequality of variance from the residuals of one observation to another in the regression model. A good regression model will produce homoscedasticity; the variance from one observation to another is fixed. According to Jonathan and Hendra (2016: 99), to determine whether heteroscedasticity occurs, the test can be seen from the significance value; if the sig value is ≤ 0.05, heteroscedasticity occurs in the model. Meanwhile, if the sig value> 0.05, then homoscedasticity occurs. The test used to detect heteroscedasticity in this study is the Glejser test.

**Autocorrelation Test.** The Autocorrelation test aims to determine whether there is a correlation between the confounding error in period t and the previous period t-1 in a multiple linear regression model. If there is a correlation, it is called an autocorrelation problem. According to Setyo (2016), autocorrelation often occurs in time series data, meaning that the current condition (period t) is influenced by the past time (t-n). Alternatively, a condition where the residual properties of regression are interrelated between one observation (i-th) and another (j-th). To detect Autocorrelation, the Breusch-Godfrey LM Test is used with the following conditions:

1. Prob. Chi-Square >α, then there are symptoms of Autocorrelation.
2. Prob. Chi-Square >α (0.05), then there are no symptoms of Autocorrelation.

**Multiple Linear Regression Analysis.** The data analysis used in this study is multiple regression analysis. Multiple linear regression analysis involves more than two variables, namely the dependent variable Y, with independent variables (X1), (X2), (X3), ..., (Xn) (Nata Wirawan, 2017, p. 267). The following is the regression equation in this study: 

\[ Y = a + b_1X_1 + b_2X_2 + b_3X_3 + b_4X_4 + b_5X_5 + e \]

**Description:**
- Y = Total Lending
- a = Constant
- b1, b2, b3, b4, b5 = Regression Coefficient
- X1 = Deposit
- X2 = Non-Performing Loan (NPL)
- X3 = Lending Interest Rate (SBK)
- X4 = GDP Growth
- X5 = Inflation
- e = Error

**The t-test.** The t-test is the individual/partial test, which tests the influence of each independent variable on the dependent variable. This test can be done by comparing the t count with the t table, looking at the significance column in each t count, or looking at the significant value of t with a confidence degree of 95% (α = 0.05) and 90% (α = 0.10). The steps of hypothesis testing are as follows:

1. Determining the Hypothesis Formulation
   a. H0: β1 = 0; Deposits have no significant effect on the amount of lending to commercial banks. H1: β1 ≠ 0; Deposits significantly affect the amount of lending to commercial banks.
b. H0: β2 = 0; NPL has no significant effect on the amount of lending to commercial banks. H1: β2 ≠ 0; NPL has a significant effect on the amount of lending to commercial banks.

c. H0: β3 = 0; SBK has no significant effect on the amount of lending to commercial banks. H1: β3 ≠ 0; SBK significantly affects lending to commercial banks.

d. H0: β3 = 0; GDP growth has no significant effect on the amount of lending to commercial banks. H1: β3 ≠ 0; GDP growth significantly affects the lending to commercial banks.

e. H0: β3 = 0; Inflation has no significant effect on the amount of lending to commercial banks. H1: β3 ≠ 0; Inflation significantly affects the amount of lending to commercial banks.

2. Significant level, α = 0.05 and α = 0.10

3. Test Statistics: If p-value > α, then H0 is accepted, and Hα is rejected. If the p-value ≤ α, H0 is rejected, and Hα is accepted.

**F-test.** The F test is known as the simultaneous test or Simultan Test, a test to see the influence of all independent variables on the dependent variable with a significant level of 0.05. Alternatively, to test whether the regression model we made is excellent/significant or not significant. The hypothesis testing steps are as follows:

1. Hypothesis Formulation H0: β1 = β2 = β3 = 0; Simultaneously, the variables of deposits, NPL, SBK, GDP growth, and inflation do not significantly affect the lending amount to commercial banks. H1: β1 ≠ β2 ≠ β3 ≠ 0; Simultaneously, the variables of Deposits, NPL, SBK, GDP Growth, and Inflation do not significantly affect the amount of lending to commercial banks.

2. Significant Level, α = 0.05

3. Test statistics: If p-value > α, H0 is accepted, and Hα is rejected. If the p-value ≤ α, H0 is rejected, and Hα is accepted.

**Coefficient of Determination (R² / R Square).** The coefficient of determination (R2) is used to measure how far the model's ability to explain variations in independent variables. The determination test is a significant measure in regression because it can provide information on whether or not the estimated regression model is good. In this study, the coefficient of determination is used to measure how much the ability of the dependent variable, namely lending, is explained by the Deposit variable (X1), Nonperforming Loan (X2), Lending Interest Rate (X3), GDP Growth (X4) and Inflation (X5) which are independent variables.

**RESULT AND DISCUSSION**

**Data Analysis.** The collected data must be processed and fulfill the classical assumption test in the multiple linear regression process. This is needed to obtain the best linear unbiased estimator (BLUE). According to the Gauss-Markov theory, a BLUE estimator is an unbiased estimator that can show the correct results of our regression. There are several tests carried out, including:

**Classical Assumption. Normality Test.** The normality test is used to assess the distribution of data, whether the data is normally distributed or not. The test used in this study is the Jerque-Bera test (test). This test measures the difference in Skewness and Kurtosis. Ho in this test is that the data is usually distributed, while Hα is that the data is not normally distributed. The JB-test uses a degree of freedom of 2. So when the JB-test value is less than 2, the data is considered customarily distributed; otherwise, it is not generally distributed if it is above 2. This study uses a significance level of 5%, so
when Probability ≤ α, Ho is rejected or the data is not normally distributed, while when Probability > α, Ho is accepted or the data is usually distributed.

![Figure 1. JB-Test Determining Normality](image)

From the picture above, the Jarque-Bera (JB-Test) value of 0.431725 is smaller than 2, so Ho accepts that the data is usually distributed. The Probability in the JB-test above is 0.805856 > 0.05 (the significance level used is 5%). Ho is rejected, the data is usually distributed, and Ha is accepted.

**Heteroscedasticity Test.** A heteroscedasticity test is used to assess the residual variance of data. Residual variance that is constant / does not change due to changes in one or more independent variables is called homoscedasticity, while its opposite is called heteroscedasticity. The test used to detect heteroscedasticity in this study is the Glejser test. Ho in this test is that there are no symptoms of heteroscedasticity in the data, while Ha is that the data is heteroscedastic. The Glejser test in this study uses a significance level of 5%, so when Prob. Chi-Square ≤ α (0.05), then Ho accepts, or there are symptoms of heteroscedasticity, and when Prob. Chi-Square > α (0.05), then Ho rejects, or there are no symptoms of heteroscedasticity.

**Table 1. Glejser Test Determining Heteroscedasticity**

<table>
<thead>
<tr>
<th>Heteroskedasticity Test: Glejser</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>F-statistic</td>
<td>1.102535</td>
<td>Prob. F(5,89) 0.3648</td>
</tr>
<tr>
<td>Obs*R-squared</td>
<td>5.541099</td>
<td>Prob. Chi-Square(5) 0.3535</td>
</tr>
<tr>
<td>Scaled explained SS</td>
<td>6.180184</td>
<td>Prob. Chi-Square(5) 0.2891</td>
</tr>
</tbody>
</table>

Test Equation:
Dependent Variable: ARESID
Method: Least Squares
Date: 01/04/21 Time: 08:42
Sample: 2012M02 2019M12
Included observations: 95

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Std. Error</th>
<th>t-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>25235.10</td>
<td>3013.909</td>
<td>8.372878</td>
<td>0.0000</td>
</tr>
<tr>
<td>D(DEPOSITO)</td>
<td>0.257899</td>
<td>0.144100</td>
<td>1.789716</td>
<td>0.0769</td>
</tr>
<tr>
<td>D(NPL)</td>
<td>-0.454029</td>
<td>0.881451</td>
<td>-0.515093</td>
<td>0.6078</td>
</tr>
</tbody>
</table>
From the picture above, we can see the Prob. A chi-square value of 0.3535>0.05 (the significance level used is 5%) means that Ho is rejected or there are no symptoms of heteroscedasticity, and Ha is accepted.

**Multicollinearity Test.** Multicollinearity is a condition in which there is linear non-freedom in an equation. What is meant by linear freedom is when an independent variable is a linear combination of other independent variables. The occurrence of multicollinearity causes the variance of the estimated parameters to be greater than it should be so that the precision level of the estimate decreases. This study uses variance inflation factors as a multicollinearity detection test tool. There is no multicollinearity when the Centered VIF≤10 value, while when the Centered VIF>10, there is multicollinearity.

**Variance Inflation Factors Test**

Determining Multicollinearity

The picture above shows the Centered VIF value of the Deposit variable, amounting to 1.258601 ≤10; this means there is no multicollinearity in the deposit variable. In the NPL variable, the Centered VIF value is 1.00549≤10; this means that there is no multicollinearity in the NPL variable. In the SBK variable, the Centered VIF value of 1.00549≤10 means no multicollinearity. In the GDP Growth variable, the Centered VIF value is 1.083086≤10; this means that there is no multicollinearity in the GDP Growth variable. In the Inflation variable, the Centered VIF value of 1.003637≤10 means that there is no multicollinearity in the Inflation variable. All variables in this study are not indicated as multicollinearity.

**Autocorrelation Test.** Autocorrelation is the nature of regression residuals with a relationship / not free between observations in the data. This often occurs in time series data because time series data has the nature of Inertia. Inertia is an adjustment that occurs due to a shock to macroeconomic variables that is gradual and takes place over time. In this study, using the Breusch-Godfrey LM Test where, when Prob.Chi-Square>α, then Ho accepts, or Autocorrelation symptoms occur, and when Prob.Chi-Square>α (0.05), then Ho reject or no Autocorrelation symptoms occur.

**Tabel 2. Breusch-Godfrey LM Test**

Determining Autocorrelation
From the picture above, we can see the Prob. A chi-square value of 0.0001 ≤ 0.05 (the significance level used is 5%) means Ho accepts or there are symptoms of Autocorrelation, and Ha is accepted. Autocorrelated data must be cured immediately so that the model can be used. To eliminate this autocorrelation problem, the first-level differentiation method is used; this method changes the equation model to first-level differentiation.

**Table 3. Breusch-Godfrey LM Test**
**Determining Autocorrelation**

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Std. Error</th>
<th>t-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>-261713.1</td>
<td>861015.7</td>
<td>-0.303959</td>
<td>0.7619</td>
</tr>
<tr>
<td>DEPOSITS</td>
<td>0.093774</td>
<td>0.194391</td>
<td>0.482400</td>
<td>0.6307</td>
</tr>
<tr>
<td>NPL</td>
<td>-1.051944</td>
<td>2.018101</td>
<td>-0.51254</td>
<td>0.6035</td>
</tr>
<tr>
<td>SBK</td>
<td>5773.248</td>
<td>24757.05</td>
<td>0.233196</td>
<td>0.8162</td>
</tr>
<tr>
<td>PERTUMBUHANPDB</td>
<td>19168.28</td>
<td>66029.15</td>
<td>0.290300</td>
<td>0.7723</td>
</tr>
<tr>
<td>D(INFLASI)</td>
<td>46.03984</td>
<td>8704.907</td>
<td>0.005289</td>
<td>0.9958</td>
</tr>
<tr>
<td>Resid (-1)</td>
<td>0.490850</td>
<td>0.116668</td>
<td>4.207242</td>
<td>0.0001</td>
</tr>
<tr>
<td>Resid (-2)</td>
<td>-0.068122</td>
<td>0.118580</td>
<td>-0.574481</td>
<td>0.5671</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.185907</td>
<td></td>
<td></td>
<td>-1.97E-09</td>
</tr>
<tr>
<td>Adjusted R-squared</td>
<td>0.121150</td>
<td>82018.20</td>
<td></td>
<td>87488.87</td>
</tr>
<tr>
<td>S.E. of regression</td>
<td>5.92E+11</td>
<td>25.54693</td>
<td></td>
<td>25.76062</td>
</tr>
<tr>
<td>Sum squared resid</td>
<td>-1218.252</td>
<td>25.63330</td>
<td></td>
<td>1.788722</td>
</tr>
<tr>
<td>F-statistic</td>
<td>2.870827</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prob(F-statistic)</td>
<td>0.009533</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Included observations: 96
Presample missing value
lagged residuals set to zero.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Std. Error</th>
<th>t-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>316.5580</td>
<td>4770.359</td>
<td>0.066359</td>
<td>0.9472</td>
</tr>
<tr>
<td>DEPOSITO</td>
<td>-0.035719</td>
<td>0.233145</td>
<td>-0.153203</td>
<td>0.8786</td>
</tr>
<tr>
<td>NPL</td>
<td>0.360638</td>
<td>1.473897</td>
<td>0.244684</td>
<td>0.8073</td>
</tr>
<tr>
<td>SBK</td>
<td>680.8251</td>
<td>38439.95</td>
<td>0.017711</td>
<td>0.9859</td>
</tr>
<tr>
<td>PERTUMBUHANPDB</td>
<td>-4646.367</td>
<td>94087.26</td>
<td>-0.049384</td>
<td>0.9607</td>
</tr>
<tr>
<td>D(INFLASI)</td>
<td>320.9049</td>
<td>6407.231</td>
<td>0.050085</td>
<td>0.9602</td>
</tr>
<tr>
<td>Resid (-1)</td>
<td>-0.055642</td>
<td>0.109142</td>
<td>-0.509812</td>
<td>0.6115</td>
</tr>
<tr>
<td>Resid (-2)</td>
<td>-0.087679</td>
<td>0.116718</td>
<td>-0.751202</td>
<td>0.4546</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.008856</td>
<td>Mean dependent var</td>
<td>4.14E-12</td>
<td></td>
</tr>
<tr>
<td>Adjusted R-squared</td>
<td>-0.070891</td>
<td>S.D. dependent var</td>
<td>36079.20</td>
<td></td>
</tr>
<tr>
<td>S.E. of regression</td>
<td>37336.15</td>
<td>Akaike info criterion</td>
<td>23.97376</td>
<td></td>
</tr>
<tr>
<td>Sum squared resid</td>
<td>1.21E+11</td>
<td>Schwarz criterion</td>
<td>24.18883</td>
<td></td>
</tr>
<tr>
<td>Log-likelihood</td>
<td>-1130.754</td>
<td>Hannan-Quinn criteria.</td>
<td>24.06076</td>
<td></td>
</tr>
<tr>
<td>F-statistic</td>
<td>0.111052</td>
<td>Durbin-Watson stat</td>
<td>1.944998</td>
<td></td>
</tr>
<tr>
<td>Prob(F-statistic)</td>
<td>0.997485</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The picture above shows that after changing the equation model to a one-level difference, the
Prob. The chi-square value is 0.6566>0.05 (the significance level used is 5%); this means that Ho is
rejected or there are no Autocorrelation symptoms, and Ha is accepted.

**Multiple Linear Regression Analysis.** This analysis is used to determine the influence between
independent variables such as Third Party Funds (Deposits), Nonperforming Loan (NPL), Lending
Interest Rates (SBK), and GDP Growth on the dependent variable, namely the amount of Credit that
can be distributed by Commercial Banks in Indonesia. The results of the analysis are:

**Table 4.** Multiple Linear Regression Analysis Results
OLS Method

<table>
<thead>
<tr>
<th>Dependent Variable:</th>
</tr>
</thead>
<tbody>
<tr>
<td>D(KREDIT)</td>
</tr>
<tr>
<td>Method: Least Squares</td>
</tr>
<tr>
<td>Date: 01/04/21</td>
</tr>
<tr>
<td>Time: 23:19</td>
</tr>
<tr>
<td>Sample (adjusted):</td>
</tr>
<tr>
<td>2012M02</td>
</tr>
<tr>
<td>2019M12</td>
</tr>
<tr>
<td>Included observations: 95 after adjustments</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Std. Error</th>
<th>t-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>49910.50</td>
<td>4722.044</td>
<td>10.56968</td>
<td>0.0000</td>
</tr>
<tr>
<td>D(DEPOSITO)</td>
<td>-0.559558</td>
<td>0.225769</td>
<td>-2.478451</td>
<td>0.0151</td>
</tr>
<tr>
<td>D(NPL)</td>
<td>-7.199682</td>
<td>1.381014</td>
<td>-5.213329</td>
<td>0.0000</td>
</tr>
<tr>
<td>D(SBK)</td>
<td>-394.5521</td>
<td>38140.35</td>
<td>-0.010345</td>
<td>0.9918</td>
</tr>
<tr>
<td>D(PERTUMBUHANPDB)</td>
<td>161464.2</td>
<td>93155.46</td>
<td>1.733277</td>
<td>0.0865</td>
</tr>
</tbody>
</table>
Based on the results of the table analysis above, it can be concluded that the relationship between the dependent and independent variables is as follows:

\[ \alpha = 49910.50, b_1 = -0.559558, b_2 = -7.199682, b_3 = -394.5521, b_4 = 161464.2, b_5 = 5241.105 \]

Based on the results of the analysis, the multiple linear regression equation is obtained as follows:

\[ Y = 49910.50 - 0.559558 X_1 - 7.199682 X_2 - 394.5521 X_3 + 161464.2 X_4 + 5241.105 X_5 + e. \]

The interpretation of the equation is as follows:

a. The value of \( \alpha = 49910.50 \) means that when the Deposit (X1), Nonperforming Loan (X2), Lending Interest Rate (X3), GDP Growth (X4), and Inflation (X5) variables are 0, the amount of Credit (Y) is 49910.50.

b. \( b_1 = -0.559558 \), meaning that with the assumption that the variable Nonperforming Loan (X2), Lending Interest Rate (X3), GDP Growth (X4), and Inflation (X5) remain fixed, each increase in the Deposit variable (X1) by 1 billion rupiahs will reduce the amount of Credit (Y) by 0.559558 billion rupiahs.

c. \( b_2 = -7.199682 \) means that with the assumption that the Deposit variable (X1), Lending Interest Rate (X3), GDP Growth (X4), and Inflation (X5) remain fixed, each increase in the Nonperforming Loan variable (X2) by 1 billion rupiahs will reduce the amount of Credit (Y) by 7.199682 billion rupiahs.

d. \( b_3 = -394.5521 \) means that with the assumption that the Deposit (X1), Nonperforming Loan (X2), GDP Growth (X4), and Inflation (X5) variables remain fixed, each increase in the Lending Interest Rate (X3) variable by 1 percent will reduce the amount of Credit (Y) by 394.5521 billion rupiah.

e. \( b_4 = 161464.2 \) means that with the assumption that the Deposit (X1), Nonperforming Loan (X2), Lending Interest Rate (X3), and Inflation (X5) variables remain fixed, each increase in the GDP Growth variable (X4) by 1 percent will increase the amount of Credit (Y) by 161464.2 billion rupiah.

f. \( b_5 = 5241.105 \) means that with the assumption that the Deposit variable (X1), Nonperforming Loan (X2), Lending Interest Rate (X3), and GDP Growth (X4) remain fixed, any increase in the Inflation variable (X5) by 1 percent will increase the amount of Credit (Y) by 5241.105 billion rupiah.

**T-test.** This test is used to see the effect of the independent variable individually on the dependent variable. The t-test output on Eviews processed data images of multiple linear regression
results can be seen in t-statistic and Prob. In this study, the degrees of error used were 5% (0.05) and 10% (0.10).

1) Effect of Deposits on Total Loans
   a. Hypothesis
      Ho: β1 = 0; Deposits have no significant effect on the lending amount in commercial banks.
      Ha: β1 ≠ 0; Deposits significantly affect the lending amount in commercial banks.
   b. The degree of error used α is 5% (0.05)
   c. Test statistics
      If p-value > α, then H0 is accepted, and Ha is rejected.
      If the p-value ≤ α, H0 is rejected, and Ha is accepted.
   d. Conclusion
      Prob. Value 0.0151≤0.05 with a confidence degree value of 5% (0.05), then Ho is rejected, and Ha is accepted. This means that the third-party deposit variable negatively and significantly affects the amount of Credit at commercial banks.

2) The effect of NPL on the number of loans
   a. Hypothesis Ho: β1 = 0; NPL has no significant effect on the lending amount in commercial banks. Ha: β1 ≠ 0; NPL significantly affects the lending amount in commercial banks.
   b. The degree of error used α is 5% (0.05)
   c. Test Statistic
      If p-value > α, then H0 is accepted, and Ha is rejected.
      If the p-value ≤ α, H0 is rejected, and Ha is accepted.
   d. Conclusion Prob value. 0.0000≤0.05 with a confidence degree value of 5% (0.05), then Ho is rejected, and Ha is accepted. This means that the NPL variable negatively and significantly affects the amount of Credit at commercial banks.

3) The effect of SBK on the number of loans
   a. Hypothesis
      Ho: β1 = 0; SBK has no significant effect on commercial banks' lending.
      Ha: β1 ≠ 0; SBK significantly affects the lending amount in commercial banks.
   b. The degree of error used α is 5% (0.05)
   c. Test Statistics
      If p-value > α, then H0 is accepted, and Ha is rejected.
      If the p-value ≤ α, H0 is rejected, and Ha is accepted.
   d. Conclusion
      Prob. Value 0.9918>0.05 with a confidence degree value of 5% (0.05), then Ho accepts and Ha is rejected. This means that the SBK variable has a negative but insignificant effect on the amount of Credit in commercial banks.

4) Effect of GDP growth on loan amount
   a. Hypothesis Ho: β1 = 0; GDP growth has no significant effect on the amount of lending to commercial banks. Ha: β1 ≠ 0; GDP growth significantly affects the amount of lending to commercial banks.
   b. The degree of error used α is 10% (0.10)
   c. Test Statistic
If p-value > α, then H0 is accepted, and Ha is rejected.
If the p-value ≤ α, H0 is rejected, and Ha is accepted.
d. Conclusion Prob. Value 0.0865 ≤ 0.10 with a confidence degree value of 10% (0.10), then Ho is rejected, and Ha is accepted. This means that the GDP growth variable positively and significantly affects the amount of Credit at commercial banks.

5) Effect of Inflation on the Amount of Credit
a. Hypothesis H0: β1 = 0; Inflation has no significant effect on the lending amount in commercial banks. Ha: β1 ≠ 0; Inflation significantly affects the amount of lending to commercial banks.
b. The degree of error used α is 5% (0.05)
c. Test Statistics
   - If p-value > α, then H0 is accepted, and Ha is rejected.
   - If the p-value ≤ α, H0 is rejected, and Ha is accepted.
d. Conclusion Prob. Value 0.4112 ≤ 0.05 with a confidence degree value of 5% (0.05), then Ho accepts and Ha is rejected. This means that the Inflation variable has a positive but insignificant effect on the amount of Credit in commercial banks.

F-test. This test is used to see the effect of the independent variables simultaneously on the dependent variable. The t-test output on the Eviews processed data image of multiple linear regression results can be seen in the F-statistic and Prob (F-statistic). In this study, the degree of error used for the F-test is 5% (0.05).

1. Hypothesis Formulation
   Ho: β1= β2= β3= 0; Simultaneously, the variables of Deposits, NPL, SBK, GDP Growth, and Inflation have no significant effect on the lending amount in commercial banks.
   Ha: β1≠ β2≠ β3≠ 0; Simultaneously, the variables of deposits, NPL, SBK, GDP growth, and inflation significantly affect the lending amount to commercial banks.

2. The degree of error used α is 5% (0.05)

3. Test Statistics
   -If p-value > α, then H0 is accepted, and Ha is rejected.
   -If the p-value ≤ α, then H0 is rejected, and Ha is accepted.

4. Conclusion
   Prob value. 0.000000 ≤0.05 with a confidence degree value of 5% (0.05), then Ho is rejected, and Ha is accepted. This means that the variables of Deposits, NPL, SBK, GDP Growth, and Inflation significantly affect the amount of Credit at commercial banks.

Coefficient of Determination (R2). The coefficient of determination can show how much the equation model and independent variables can explain the number of dependent variables. In connection with this study, the regression equation model did not experience the addition and reduction of independent variables due to multicollinearity, so the R-squared (R2) test was used instead of the Adjusted R-squared. Based on Eviews processed data, the image of the extensive multiple linear regression results R-squared (R2) is 0.394033, which means that the independent variable can explain the dependent variable by 0.394033%.

CONCLUSION
Based on the results of the analysis that has been stated in Chapter V regarding the effect of Deposits, Non-Performing Loan, Lending Interest Rates, GDP Growth, and Inflation on the amount of lending to Commercial Banks, it can be concluded as follows:

Based on partial testing, it is known that Deposits (X1) have a negative and significant effect on the amount of Credit channeled to commercial banks in 2012-2019.

1. Non-Performing Loan (X2) negatively and significantly affects the amount of Credit disbursed to commercial banks in 2012-2019.
2. Lending Interest Rates (X3) had a negative but insignificant effect on the amount of lending to commercial banks from 2012 to 2019.
3. The effect of GDP growth (X4) positively and significantly affected lending to commercial banks in 2012-2019.
4. Inflation (X5) had a positive but insignificant effect on commercial bank lending from 2012 to 2019.
5. Based on simultaneous testing, namely with the F test, it can be concluded that Deposits, NPL, SBK, GDP Growth, and Inflation together significantly affect the amount of lending to commercial banks in Indonesia in the long term for 2012-2019.
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